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This report was prepared as part of a DARE UK funded initiative to set up an AI Risk Evaluation Group to bring together a range
of stakeholders to understand perspectives of AI development / release from Trusted Research Environments (TREs), and the
unique challenges posed by complex multi-modal data. The main goals of this group were to understand:

A I R I S K E V A L U A T I O N C O M M U N I T Y G R O U P

What are the public most worried
about with the use of their data
for training AI models

How do researchers feel
implementing privacy-preserving
techniques in their research

How can we build a framework to
allow the safe development and
release of AI models trained on
complex data

What are the unique challenges
that neuroimaging and genomics
present in AI disclosure control

What is the risk appetite of data
providers and do they agree with
our recommendations

How can we help data providers
quantify risk and assess these
models for safe release

What is the actual risk of a person
being identified if their data were
released from an AI model

How can we help researchers
implement these privacy-
preserving techniques in their
research
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“

With the rapidly evolving landscape in the
development of AI models on sensitive
healthcare data, it has never been more
important to consider the risks that these
models pose to patient privacy and what
role Trusted Research Environments (TRE’s)
have in ensuring the responsible
development of these models and the safe
release of them. This report paves a way
forward in allowing important AI research to
take place within TREs while still ensuring
that we do everything we can to protect the
privacy of individuals and giving the right
support to researchers to help facilitate that.
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I N T R O D U C T I O N

Executive Summary
A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P

These series of workshops highlighted the
important role that TREs can play in the safe
development and sharing of AI models in
sensitive healthcare data. From our first
workshop, we found that members of the
public overwhelmingly preferred TREs to be
used for developing AI models on their health
data, but stressed the importance of public
involvement at the decision stage to ensure
models are being developed and shared in
the public benefit.

From the researcher workshop, it was clear
that most researchers aren’t aware of the risks
their AI models pose and how to appropriately
mitigate these for safe release and
deployment into the real world. They also
acknowledged challenges with complex data
types, such as neuroimaging and genomics,
for disclosure control but also for
implementing mitigations. Therefore, training
and resources are crucial to enable AI models
to be developed responsibly in health data.
Researchers also felt the need for tools to help
generate and evaluate safe data for training
AI models.

Furthermore, in the data owner workshop, they
felt that they lacked the expertise to
comfortably assess AI model projects and
relied on the TRE to guide them to help make
decisions. They expressed the need to quantify
risk of releasing AI models in various scenarios
and to have researchers fill out AI risk impact
assessments to evaluate AI projects
appropriately. Additionally, it was clear that
data owners felt that running attack
simulations on AI models provided adequate
assurance that they could be released from a
TRE.

Ultimately, when it came down to who's
responsible for potential risks in AI models, it
was agreed that it should be a shared
responsibility between the researcher, data
owner, TRE and the funder to ensure that
models are being developed responsibly.

From the results of these workshops, we put
together a series of recommendations, tools
and materials for assessing AI models being
released from a TRE. However, it was decided
that the need for releasing AI models from a
TRE should be reduced as much as possible,
without hindering scientific research.

There are three main reasons why a
researcher may want to export an AI model –
(1) to publish on a platform such as GitHub for
open and reproducibility reasons, (2) to further
train the model on external datasets, or (3) to
deploy into clinical practice. In all three cases,
the model doesn’t necessarily need to leave
the TRE.

In cases where (1) the researcher wants to
publish an AI model, they should be published
via the TRE where researchers can apply and
access that AI model in the same way that
derived data is. This allows the AI model to
stay secure within the TRE while allowing
access for reproducibility and validation. It is
important to note that governance around
model ownership would need to be clearly
defined to ensure appropriate access
protocols were in place to specify who makes
the approval decision.

When external data is needed for training or
validation (2), this can be achieved through
secure federation of data environments to
enable access and training on other datasets.

If an AI model is ready to be deployed into the
real-world (3), then secure hosting offers the
most suitable solution, where the model can
stay within the portal, and the TRE offers ways
to securely query it and receive predictions
externally. This enables the safe translation of
AI models into clinical practice while ensuring
utility isn’t affected.

However, if the researcher still requires an AI
model to be released outside of the TRE, then
privacy-preserving techniques should be
implemented by the researcher and rigorously
evaluated by the TRE to ensure that it is safe
for release. As part of this work, we developed
tools to help researchers assess the
privacy/utility trade-off in creating safe data
for AI models, as well as methods to help
quantify risks in releasing an AI model to help
data providers make informed decisions.

These perspectives, recommendations and
materials help TREs move forward to enable
important AI research to take place while still
protecting the data they have been entrusted
with. It is important to note that AI risks are
constantly developing, and so too should the
recommendations.

Lewis Hotchkiss
Neuroimaging Research Officer

Open and reproducible science has long been
an issue for AI research, and the privacy risks
posed to releasing these models play a big
role in this. Therefore, a key recommendation
from this report, is an extension of the FAIR
framework for AI models to ensure that they
can be accessed in a secure manner, while
still enabling open and reproducible science.

By hosting AI models through TREs, rather than
openly accessible platforms such as GitHub,
we can enable AI to be FAIR, while also
fulfilling our duty to protect the data that was
used to train those models. This also
significantly reduces the time, effort, and
resources needed to evaluate AI models for
release. However, we recognise the need to
release AI models in certain circumstances,
which is why we developed recommendations
and materials to help in making this possible.

Overall, this work further showcases the role of
TREs and the importance of them to protect
data while enabling beneficial AI research to
take place.
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Background
AI Model Risks & Concerns with Complex Healthcare Data

C H A P T E R  1

AI models can be prone to several privacy attacks which allow for
inference or reconstruction of the training data used to develop
them. There are also various characteristics in these models which
can make them more vulnerable to these privacy attacks. In this
section we will explore these attacks and vulnerabilities as well as
the unique risks that neuroimaging and genomics pose to re-
identification.

A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P
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B A C K G R O U N D

AI Model Risks
A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P
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Released Model

Inversion Attack

Attribute Inference 
Attack

Membership 
Inference Attack

Explainability Memorisation

Instance Based

Privacy attacks in AI models have been
identified which allow inference of individuals
or reconstruction of the training data. These
very much rely on the types of data used and
how the model was trained to be able to
perform these attacks on released models.

Membership Inference Attack
Membership inference attacks enable an
attacker to determine whether specific
individuals' data was included in the training
of AI models. This poses a significant threat, as
discerning the inclusion of individual data can
lead to unintended exposure of sensitive
medical histories. By exploiting the models
outputs, usually by observing a confidence
score, attackers can infer whether specific
individuals' data was included in the training
set, therefore exposing whether an individual
has a certain disease for example in
something like a treatment response model.

Attribute Inference Attack
In an attribute inference attack, an adversary
may have partial knowledge of an individual
and access to a model trained on records
including that individual. From this, they can
infer the unknown values of features in those
records. The adversary uses the accessible
model to make predictions for the instances
they have partial knowledge of and by
analysing the model's output, they attempt to
deduce or infer the unknown values for those
instances. This is usually an iterative process,
refining their understanding of the model's
behaviour and adjusting their queries to the
model. Higher confidence in predictions will
boost the attacker's confidence in the
accuracy of their inferred values.

Inversion Attack
Model inversion attacks represent a
sophisticated challenge, enabling the
reconstruction of sensitive information from
the AI model itself. This technique goes
beyond merely identifying data participation
or specific attributes; it seeks to reverse-
engineer the model to reveal potentially
sensitive details about individuals and
reconstruct the original training data.

Data Memorisation
Data memorisation, also known as overfitting,
is a common challenge in training AI models
which occurs when the model becomes too
focused on the specific details of the training
data, rather than learning the underlying
patterns. This can typically occur when there
are too many features and/or too few
participants in the training data. Inversion and
inference attacks can exploit this vulnerability
to potentially reveal specific participant data.

Explainability
Some methods to make AI models explainable
can aid in adversaries conducting attacks on
AI models. Not only can the explanations
themselves help to reveal sensitive data, but it
can also give adversaries information on how
the model works and how to exploit it. These
explanations can also give further details to
exploit when it comes to running these attacks.

Instance-Based Models
These types of models use the training dataset
as the model to compare unseen data to the
data points in the dataset. This works by
making predictions based on similar examples
in the training data, compared to learning the
patterns of that data. This means that these
types of models actually store instances of the
data.



B A C K G R O U N D

Concerns with Complex Healthcare Data
A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P
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… The Problem of “Anonymised Data”
TREs typically anonymise data by stripping out
personal identifiable information (PII) such as
names, addresses, and dates of birth. Within
the TRE, the security measure (such as virtual
desktops and disclosure control methods)
ensure the data is functionally anonymised, in
that it cannot be combined with other data. If
the same datasets were publically available
outside of the TRE environment, then that data
could potentially be identifiable due to privacy
attacks and linkage to other data outside of
the TRE. One study demonstrated that
individuals can still be identified through the
combination of attributes in anonymised data
[1]. In this study, they were able to create a
statistical model to evaluate the likelihood of
an individual being identified, within an
anonymous dataset, given 7 attributes about
them. Table 1 shows the effect of different
combinations of attributes on the risk of being
identified. If all attributes are available, then
there is a 98% likelihood of being identified
within an anonymous dataset, but you can see
that once attributes like postcode district and
day of birth are removed, then this risk
decreases for this particular example.
However, if the same example is used, but with
the marital status changed from never
married to same-sex partner, then we can see
a drastic difference in the likelihood of being
identified (table 2). So although a fairly
average person in a population may not have
to worry about being identified, people from
minority groups are at a much higher risk of
being identifiable through a combination of
their attributes. Of course this likelihood also
increases given more attributes about a
person, which is especially likely in cohort data
collections. Another study, was able to
successfully re-identify patients in an
Australian de-identified open health dataset
just by using publicly available information to
name the individuals [2].

Unique Risks in Genomic Data
Genomics research is a promising field for the
progression of dementia research; with recent
advancement in the development and
accessibility of technologies at lower costs, the
ability to gather and store genomic data on a
wider scale makes genomic research much
more viable. With this growing availability
however, comes greater concern regarding
data privacy and disclosure control. The
genomic information of an individual is
inherently disclosive and unique to that
individual. Moreover, this data is the same
across all cells and remains relatively static
throughout a person’s lifetime. Due to the
nature of genomics data, even a small
percentage of an individual’s genomics data
in aggregate form has the potential to be
identifiable and disclosive. This risk further
increases when genomics data is linked with
phenotypic or demographic data.

Genomics data is predominantly susceptible
to two main types of attacks; identification,
and phenotype inference attacks [3]. If the
attacker is in possession of part of the genetic
information of an unknown member of a
cohort (DNA phenotype, linked data,
genealogy data), they can exploit this
information to gain the identity information of
the target via identification attacks. An
example would be if an attacker has the DNA
phenotype of an individual, then they could
construct an approximation of various
observable phenotypes such as hair colour,
eye colour and height. These observable
features could lead to identification,
particularly if these features are in the minority
of the cohort and the attacker has some
information regarding the context of the
cohort.

If the attacker already knows the identity of
their target however, they can leverage
genomic information In order to gain
knowledge of certain characteristics of their
target. Genotype imputation can allow them
to infer the kinship predisposition of the
relatives of the target, and linkage
disequilibrium can also be used to uncover
masked genome markers of the target. With
this data or other available genomics data,
the attacker can infer phenotype information
of the target.

Unique Risks in Neuroimaging Data
The sharing of neuroimaging data is usually
facilitated by the defacing of scans to remove
identifiable features of an individual. However,
depending on how this defacing is done, the
faces of these scans still have the potential for
facial reconstruction if some identifiable
features such as eyes are still kept [4].
Additionally, due to the effect that defacing
can have on the results of analysis, some
researchers request the original non-defaced
scans to use in their processing/analysis.
However, this poses significant privacy
concerns as faces from these scans could be
used to identify individuals. Identifiable
features are not the only concerns of imaging
data. It has been shown that the brain is
unique like a fingerprint, meaning that if you
have access to a scan of the individual in
another dataset, then you could link the two
together [5]. Its not just structural scans prone
to this too, but functional connectivity
matrices have been shown to also be unique
to an individual [6]. So, as with genomics data,
the concerns around the use of these types of
data centre more around what data is linked
to that or what external data could potentially
be linked.

Gender
DoB
Year

DoB
Month

DoB
Day

Marital 
Status

Postcode 
District

Risk

Male 1962 May 28
Never 

Married
SA1

✓ ✓ ✓ ✓ ✓ ✓ 98%

✓ ✓ ✓ ✗ ✓ ✓ 53%

✗ ✓ ✓ ✗ ✓ ✓ 33%

✓ ✓ ✗ ✗ ✓ ✓ 6%

✗ ✓ ✗ ✗ ✓ ✓ 3%

✓ ✓ ✓ ✓ ✓ ✗ 2%

✗ ✗ ✗ ✗ ✓ ✗ 1%

Gender
DoB
Year

DoB
Month

DoB
Day

Marital 
Status

Postcode 
District

Risk

Male 1962 May 28
Same-Sex 

Partnership SA1

✓ ✓ ✓ ✓ ✓ ✓ 100%

✓ ✓ ✓ ✗ ✓ ✓ 99%

✗ ✓ ✓ ✗ ✓ ✓ 99%

✓ ✓ ✗ ✗ ✓ ✓ 93%

✗ ✓ ✗ ✗ ✓ ✓ 87%

✓ ✓ ✓ ✓ ✓ ✗ 82%

✗ ✗ ✗ ✗ ✓ ✗ 1%

Likelihood of being re-identified in an anonymous dataset 
given the combination of attributes (attributes vs risk)

Effect on likelihood given a less common attribute

Table 1

Table 2



Perspectives of the Public
Risks & Concerns of Complex Health Data in AI

C H A P T E R  2

Our public workshop brought together a diverse group of individuals,
spanning a range of backgrounds and age groups, to gain insights
into their concerns surrounding the utilisation of their data for
training AI models in healthcare. The primary objectives of this
workshop were:

Objective 1: Understanding Public Perception of AI Models
Assess the public's perception of AI models in healthcare,
determining whether they view them positively or negatively. Explore
their opinions on the potential benefits and risks associated with the
use of AI technology in healthcare settings.

Objective 2: Identifying Concerns with Data Usage in AI Research
Identify and analyse the specific issues that the public has regarding
the use of their data in AI research. This includes examining their
concerns about data privacy, security, and potential biases or
discrimination that may arise from AI algorithms.

Objective 3: Exploring Data Types with Privacy Considerations
Determine the types of data that the public would be most
concerned about being released publicly. Understand their reasons
for these preferences and explore any potential trade-offs between
data sharing and privacy concerns.

Objective 4: Investigating Privacy Concerns with Healthcare Data
Investigate specific privacy concerns that the public holds
concerning their healthcare data. Examine their views on data
ownership, control, and the potential consequences of data
breaches or unauthorised access to their health information.

A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P
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P E R S P E C T I V E S O F T H E P U B L I C

Public Perception of AI Models in Healthcare
A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P

As part of this public workshop, we presented
a series of informative and engaging talks to
the participants to delve into how AI models
work, the benefits that AI models offer in the
healthcare domain, showcasing their potential
to enhance diagnostics, treatment planning,
and patient outcomes, but also what the
potential risks of AI models are. After each talk,
we facilitated interactive discussions to
explore various topics related to the theme of
the talk in greater depth. These discussions
provided a platform for participants to express
their views, concerns, and insights regarding
the use of AI in healthcare. Additionally, to
capture the participants' feedback and
opinions in a structured manner, we provided
them with a survey to complete throughout
the workshop session. This survey covered a
range of questions designed to gauge their
understanding of AI models, their perceived
benefits and risks, and their attitudes toward
the use of their data. Through this combination
of informative talks, engaging discussions, and
surveys, we aimed to create a comprehensive
and interactive experience for the participants
to empower them to make informed decisions
and contribute to the discussions in a
meaningful way.

At the beginning of the workshop, before the
talks & discussions commenced, we wanted to
get an understanding of what the public's
perception of AI models are. A majority of
participants had a very basic understanding
of what AI is and understood that it involved
the use of data to understand patterns. And
they were able to name some real-world
examples such as medical diagnosis, breast
cancer analysis, voice assistants like Alexa,
ChatGPT, and flight control. We also wanted to
understand whether people thought AI had a
positive or negative impact in healthcare.

0
2
4
6
8

10
12
14
16

Within a TRE Outside TRE Not at all

Would you be happy with your data being used 
for AI research?

Would you sacrifice your privacy for the benefit 
of society?

White
56%

Black 
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11%
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22%
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11%
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Age of Participants
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2

4
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10

Yes Within
Limits

Not Sure Not at all
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A majority of participants (64%) said that AI
has its uses, with 18% saying that it was good,
18% saying unsure, and no one saying bad. By
the end of the workshop, there was a shift
towards a more positive attitude, with 56% of
participants saying AI was good with the
remaining 44% saying it has its uses. So after
explaining more about what AI is, how it works,
and what the benefits are, as well as detailing
the risks involved, participants had a more
positive attitude towards the use of AI in the
healthcare sector.

After explaining what TREs are to the
participants, we asked how they would feel
about their data being used to train AI models
inside of a TRE, compared to outside. A
majority of participants (82%) said that they
were happy for their data to be used to train
an AI model within a TRE, with only 12% being
happy their data being used outside a TRE and
0.06% not at all. This clearly shows that the
participants trust TREs to protect their data
while allowing it to be used for AI research. In
the discussions, it was also noted that people
have contributed their data for a reason and
there is a moral duty to use it for the good of
improving people's health. 65% of participants
said that they would be willing to sacrifice their
privacy, completely or within limits, for the
benefit of society. So, there is a motivation to
make sure that their data is used for public
good and that we make sure we can allow this
important AI research to take place as it could
have wide ranging benefits to society.
Participants also recognised the potential
benefits that AI brings to the health sector, with
increased speed of diagnosis and improved
treatment being key themes which emerged
from the discussions.

Ethnicity of Participants
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Concerns of Health Data in AI
A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P
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During the discussions, we aimed to gather
people's concerns with the use of their data in
AI models and as part of this, several key
themes emerged. Firstly, before data is even
shared, people felt that there were problems
at the consent stage regarding no explicit
mention of the use of their data for training AI
models.

“Once initial consent is given, no updates are
given after. What happens if things change, or
consent was given before AI was a concern.”

Of course, you can never predict what future
concerns there might be, but people felt that
consent shouldn't just be a one-off and that
they should be kept up to date with how their
data is being used, who its being shared with,
and to keep them involved in the decision-
making process to ensure these AI models are
being developed in the public good.

This lack of control over their data fed into
concerns around selling data to corporations
or insurance companies, and not knowing how
this data is being used and could potentially
affect them. Interestingly, they acknowledged
that their social media history could be a lot
more disclosive, but one person said:

“Social media may contain more disclosive
information but at least we have control of
what we put out there.”

So, control seemed to be an important aspect
for members of the public to have to make
sure they feel confident in their data being
shared and used in the public benefit. This is
why people felt that there should be public
involvement in the decision process.

AI models present unique concerns around
identifiability of individuals and people felt that
some groups were more at risk than others
due to rare conditions or coming from an
ethnic minority background.

“I have concerns around people like myself
who have rare conditions. People could be at
higher risk of identification as there's less
people in the population like you.”

This is a key consideration when assessing
privacy concerns in AI models as minority
groups are at a higher risk of identification
(see chapter 1).

Concerns around regulation in AI research was
also a key theme which emerged from the
discussions. Most people felt that there was a
“lack of regulations” in this space and that
they need to “keep up with the speed of
development” as AI is rapidly evolving and
posing new challenges to safety and privacy.
People felt that there is not enough regulation
in the UK to protect them against the risks that
AI models pose and felt that researchers
should take the responsibility on themselves to
ensure that they do everything they possibly
can to ensure they protect the individuals that
they are using to train their AI models.

How is AI being Regulated in the UK?

At present, the regulation of Artificial Intelligence (AI) primarily relies on existing laws and
regulations, such as the General Data Protection Regulation (GDPR) for data protection and
the Equality Act 2010 to prevent discrimination by AI systems. These existing laws provide a
foundation for addressing some of the challenges posed by AI, but they may not be sufficient
to effectively govern the rapidly evolving field of AI. In recognition of this, the UK government
published its AI White Paper, which outlined an approach for regulating AI in the UK [7]. The
White Paper emphasises the need for a proportionate and risk-based approach to regulation
that balances the promotion of innovation with the protection of individuals and society. Five
principles were identified, one of which was:

safety, security and robustness: applications of AI should function in a
secure, safe and robust way where risks are carefully managed

Twelve AI governance challenges were further identified by the Science, Innovation and
Technology Committee, with one of these being the privacy challenge, where the committee
was told that regardless of the sector, privacy should be “… an integral part of the balance of
interests that you consider when you are deploying artificial intelligence” [8].

Beyond regulatory measures, researchers seek guidance from organisations such as the
Information Commissioner's Office (ICO) for insights on data protection and privacy issues
pertaining to AI models [9]. The ICO plays a crucial role in providing expert advice, issuing
guidelines, and promoting best practices to ensure that AI systems are developed and
deployed in an ethical and private manner. Furthermore, the ICO developed an AI and Data
Protection Toolkit for AI developers to identify the potential risks to individuals' rights and
freedoms and how to take steps to mitigate those risks and comply with current laws around
data protection. The Ada Lovelace Institute also created an Algorithmic Impact Assessment,
specifically for the NHS AI Lab, for the use of neuroimaging data to assess possible societal
impacts of an algorithmic system before the system is deployed [10]. However, this is not
focused on privacy and focuses more on ethical and discrimination considerations.

Which data types are you most concerned about?



Perspectives of Researchers
Evaluating the Suitability of Privacy-
Preserving Techniques

C H A P T E R  3

This workshop brought together researchers who are actively
involved in AI research to discuss the suitability of privacy-
preserving techniques in their research. The main aims of this
workshop were to:

Objective 1: Researcher Awareness and Concerns
Understand what privacy concerns and vulnerabilities in AI models
researchers were aware of and their levels of concern regarding
different modalities of data.

Objective 2: Assessing Privacy-Preserving Techniques
Evaluate their confidence in using privacy-preserving techniques
and their willingness to incorporate them into their research. Identify
the most suitable methods taking into consideration privacy, utility
and ease of implementation.

Objective 3: Identifying Challenges and Barriers
Identify what the barriers are to incorporating privacy techniques in
their research and what unique challenges exist with complex data
such as neuroimaging and genomics.

Objective 4: Evaluating Model Release Scenarios
Assess AI model release scenarios from TREs and how to effectively
evaluate privacy in models to ensure that they are safe to release.

A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P
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Privacy-Preserving Techniques
A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P
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Released Model

Homomorphic 
Encryption

Synthetic Data Differential Privacy

Secure Web 
Hosting

Secure Multi-Party 
Computation

Federated 
Learning

Training Stage

Sharing Stage

White Box Attack Black Box Attack
Where the adversary has full access to 
the model, therefore enabling them to 

have additional information on the type 
of model and parameters used to help 

them perform their attacks.

Where the adversary has no additional 
knowledge of the AI model, and is only 

able to query the model and observe the 
relationships between inputs and 

outputs.

Currently, there are various measures
available to safeguard privacy in AI models,
either during the training phase or by
imposing constraints during deployment.
These can protect against a range of different
attacks but should be carefully chosen
depending on how that model is going to be
used or shared. For instance, when sharing or
releasing an AI model, there exists a
vulnerability to white-box privacy attacks,
where the attacker possesses full access to
the model, enabling direct inspection and a
wider range of attacks to be performed. In
such cases, it's imperative to employ privacy-
preserving techniques that safeguard the
training data to counter these threats.

Conversely, in scenarios where the model is
inaccessible but can be queried, it becomes
susceptible to black-box attacks. Here, it could
be more beneficial to enforce access/query
limitations on the model or to employ privacy-
preserving techniques during inference.

At the start of the researcher workshop, we
explained a range of these privacy-preserving
techniques to gauge researchers opinions on
using them in their research and to find out
what the barriers/challenges are to
implementing them.
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Privacy-Preserving Techniques

15

Summary

Differential privacy works by adding noise
either to the data, or the response of the
model, to ensure that an adversary can’t
determine with confidence that information
about an individual is present in the data. This
level of noise is determined by epsilon, also
known as the privacy budget, which controls
the privacy guarantee of the data. However,
differential privacy involves a trade-off
between privacy and utility due to the effect of
adding noise. Because of this addition of noise,
this can reduce the accuracy of an AI model,
so researchers have to carefully consider this
trade-off and the level of noise suitable.

DP isn’t a method itself, but instead a privacy
guarantee that data or algorithms must meet
[11]. That guarantee being that a given output
shouldn’t depend too much on any singular
record. This is useful for analysis which looks at
more general population scale trends rather
than detecting detailed patterns within the
data. But there are many ways that DP can be
applied and two types of DP which exist - local
and global.

In local DP the noise is added to the training
data before any processing takes place
whereas, in global DP noise is added to the
gradient updates during the training process
or added to the result at the prediction stage.

The Privacy Budget
The amount of noise added is determined by
epsilon, otherwise known as the privacy
budget. Setting this parameter too high will
unlikely be sufficient enough to protect
against privacy attacks, whereas setting it too
low will significantly reduce the performance
of the AI model. Because of this privacy-
accuracy trade-off, it can be challenging
trying to identify a good balance between the
two, and is not consistent across datasets. This
means that there are currently no standards
for setting this value as it varies across
different datasets. However, there is general
consensus that:
• ε values (0 < ε < 1) will provide a strong

privacy protection
• ε values (1 < ε < 10) can also provide robust

protection in certain settings
• higher values (ε > 10) are unlikely to provide

robust protection but may still provide
some level of protection given certain
settings

But this value highly depends on the data and
method used so needs to be evaluated
carefully.

Differential Privacy (DP) in AI

DP at Training Stage
There are three different stages where DP can
be applied in AI models – at the data stage, at
the training stage, and at the prediction stage.

At the training stage of AI, there are typically
two approaches of doing this. One method is
called differentially private stochastic gradient
descent (DP-SGD), which adds noise to the
gradients before updating the model
parameters [12].

This process typically involves:
1. Randomly selecting a batch of samples
2. Clipping the gradient for each sample
3. Adding random noise to each gradient
4. Updating the model weights using the

average noisy gradients in the batch
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Another method is based on the Private
Aggregation of Teacher Ensembles (PATE)
framework [13]. Rather than adding noise to
gradients, this method trains many non-
private models (teachers) on subsets of the
data, and then “votes” on the correct
prediction using DP aggregation. Here, the
noise is added to vote counts which avoids
revealing the votes of any individual teacher.

The labels of the noisy aggregated predictions
are then used to train a student model which
is then the one which is shared. This method
generally has less of an impact on accuracy
compared to DP-SGD but relies on a student
model being trained on public data and
therefore mainly focuses on the privacy of
teachers' training data and fails to protect the
privacy of the students' data.

ε

Smaller ε
More Privacy
Less Accuracy

Larger ε
Less Privacy

More Accuracy
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There are of course more examples on the use
of DP in the training stage for specific types of
AI methods. In decision-tree based models for
example it has been proposed that DP can be
added by creating random decision nodes or
adding noise to split thresholds.

Practical Implementation of DP
DP methods have developed into a somewhat
mature space recently with companies such
as Google and Apple using such techniques
[14,15]. This means that there exists a range of
open-source packages to be able to support
the implementation of DP in AI models utilising
frameworks such as TensorFlow or PyTorch.
And, because of the utilisation of current
frameworks, it means that these techniques
can often be easily implemented by swapping
out a non-private model for its private
equivalent.

Challenges in Neuroimaging & Genomics
Most demonstrations and applications of DP
have been on tabular data where it is
relatively easy to be able to add noise.
However, in more complex data such as
imaging or genomics, this becomes a greater
challenge. This for one is predominately due to
the size of these types of data which means
that it adds extra complexity and
computational requirements to be able to
sufficiently use techniques such as synthetic
data. Therefore, it is recommended that global
DP is used for these data types as local DP is
less feasible. However, in genomics data,
although the original definition of local DP is
not sufficient, a version named (ϵ,T)-
dependent local DP was developed for
genomics data [16].

Examples of DP in Practice
The use of DP-SGD in imaging data has been
demonstrated several times, with one paper
implementing a PyTorch DP framework for
chest radiography classification and
segmentation of computed tomography
scans [17]. In the segmentation task, ROC-AUC
performance between the private and non-
private were on par with each other, whereas
in the classification task, performance was
reduced from 0.96 to 0.85. However, with more
relaxed DP guarantees, this only reduced to
0.88. This shows how DP can be affected by the
level of privacy guarantee and that it can vary
between datasets and tasks so has to be
carefully considered.

Differential Privacy (DP) in AI
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TensorFlow Privacy Opacus

Google Differential 
Privacy Library

IBM AI Privacy 
Toolkit

GLOBAL DP LOCAL DP

https://github.com/pytorch/opacus
https://github.com/IBM/differential-privacy-library
https://github.com/OpenMined/PyDP/tree/dev
https://github.com/tensorflow/privacy
https://github.com/pytorch/opacus
https://github.com/OpenMined/PyDP/tree/dev
https://github.com/IBM/differential-privacy-library
https://github.com/tensorflow/privacy


Of course, when developing AI models, you still
need high utility in your data to be able to
have good performance which is why low
utility synthetic data is of no use. So, a suitable
trade-off between privacy and utility has to be
found to be able to generate data which is
both private but also statistically useful.

Evaluating Synthetic Data
There are three factors to consider when
evaluating synthetic data – fidelity, utility and
privacy and there are different ways of
measuring these. Metrics to measure fidelity
usually include some form of statistical
similarity, boundary preservation and
correlation similarity to evaluate the quality of
the data generated and how similar it is to the
original. To evaluate the utility of a synthetic
dataset, we can evaluate its performance in
something like an AI prediction task and
compare it to using the original dataset.

PRIVACY
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Summary

Synthetic data aims to generate artificially
created data which replicates the statistical
properties and patterns of the real data. This is
usually done through training a generative
model on some real data to learn the
characteristics and structure of that data to
be able to create new samples from it.
Analysis of this type of data should produce
similar results compared to using the original
data but this depends on the level of synthetic
data generated, and like differential privacy,
there is a trade-off between privacy and utility
depending on the fidelity of the synthetic data.
The more the synthetic data mimics real data,
then the more likely it is to reveal individuals’
data.

Synthetic data offers a way to create a private
dataset which maintains the properties and
relationships of the original data, but provides
a privacy guarantee for individuals from the
original data. This is usually achieved through
generative AI models, such as Generative
Adversarial Networks (GANs) or Variational
Auto-Encoders (VAEs), which use AI
techniques to learn from the original data to
produce synthetic samples which mimic that
data. In the case of GANs, they are composed
of a generator and a discriminator. The
generator aims to create synthetic data which
cant be distinguished from the real data,
whereas the discriminator aims to
differentiate between the real and synthetic
data.

These compete with each other to refine their
abilities to be able to create high quality
samples which mimic the real data as much
as possible. However, the more that synthetic
data mimics the original data, the more likely
it is to still reveal individuals’ data from that
dataset which is why additional techniques
are often added to adjust the fidelity of the
data generated. Fidelity in synthetic data
refers to how closely it resembles the original
data where low fidelity means that
relationships aren’t preserved between any of
the columns in the data but still retains the
structure, whereas high fidelity does capture
those relationships and patterns .

Synthetic Data
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And to measure privacy, we can check if there
are any rows which match, how novel new
samples are, but also by running inference
attacks to measure how well it protects
against these. All of these factors have to be
taken into consideration when generating
synthetic data to ensure that it is usable, but
also private.

Synthetic Data Tools
Thankfully, there are several tools available to
generate and evaluate synthetic data. These
typically utilise variations of GAN models which
users can use to train on their data and
generate synthetic samples. Some tools also
allow for temporal synthetic data generation
which is useful for time-series and longitudinal
data.High Fidelity

Mimics the characteristics, 
relationships and 
statistical properties of the 
original dataset as much 
as possible. 

Low Fidelity
Preserves only the format 
and datatypes of the 
original data and doesn’t 
keep any of the 
relationships.

UTILITY

FIDELITY

YData-Synthetic

Synthetic Data 
Vault

Gretel Synthetics

https://github.com/ydataai/ydata-synthetic
https://github.com/ydataai/ydata-synthetic
https://github.com/sdv-dev/SDV
https://github.com/sdv-dev/SDV
https://github.com/gretelai/gretel-synthetics
https://github.com/gretelai/gretel-synthetics


HE Tools

P E R S P E C T I V E S O F R E S E A R C H E R S

Privacy-Preserving Techniques

Summary

Homomorphic encryption provides high
protection while retaining utility as it enables
computations to be performed on encrypted
data without the need of having to decrypt it.
Although this is the most ideal solution, this
method is currently very limited in its abilities
in AI.

HE works by using a public key-generation
algorithm where the public key is used to
encrypt the data and the private key is used to
decrypt the result. Typical encryption
algorithms such as AES and RSA are not able
to be used in HE as computations cannot be
performed on this type of encryption, however
there are some common HE schemes which
can be used depending on the computations
you want to perform. These can be performed
at the data stage, training stage, or to actually
encrypt the model itself.

Challenges and Limitations
FHE techniques are relatively new and
emerging so currently are often very slow and
require significant computational resources.
Additionally, they can also be difficult to
implement as they require specialist
knowledge and are often limited in the types
and amount of operations that can be
performed efficiently. This is why so far, HE
tools to protect training data has only really
been demonstrated in logistic regression and
neural network models.

However, where HE is used more often is in
encrypted inference to provide protected
predictions on encrypted inputs. This allows an
AI model to be queried without sharing data to
get a prediction, but means that the model
itself is still vulnerable to attacks as the
training data is still unprotected.

Homomorphic Encryption (HE)
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Type of HE Description

Fully HE (FHE) Allows an unlimited number of computations but can
increase resource and time required.

Somewhat HE (SHE) Allows a limited number of additions and multiplications.

Partially HE (PHE) Only allows either addition or multiplication and not both.
Something like Paillier encryption can be used.

TensorFlow 
Encrypted

Microsoft 
SEAL

Pyfhel ZAMA
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https://github.com/tf-encrypted/tf-encrypted
https://github.com/Lab41/PySEAL
https://github.com/ibarrond/Pyfhel
https://github.com/zama-ai/concrete-ml
https://github.com/tf-encrypted/tf-encrypted
https://github.com/Lab41/PySEAL
https://github.com/ibarrond/Pyfhel
https://github.com/zama-ai/concrete-ml
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Federated Learning Secure Multi-Party Computation Secure Web Hosting

Mitigations at the Sharing / Release Stage

Federated learning (FL) allows multiple parties to train AI
models on data from multiple sources, without having to share
their local data. In centralised FL, gradients from each of the
local AI models are sent to a server, where they are aggregated
into a single global model, which is then sent back to the local
sources to further develop. This process is repeated iteratively
until the global model is refined and improved. In decentralised
FL, instead of having one singular coordination server, the
gradients are sent out to each local source where they all
update the global model directly. Each version has its
advantages and disadvantages. In centralised FL for example,
you only need to trust the one server, whereas in decentralised
FL you need to trust all parties involved. However, in
decentralised FL there is no single point of failure. But, no matter
what version is chosen, the AI model gradients and updates are
still being shared between servers, and therefore is still
vulnerable to privacy attacks unless additional privacy-
preserving techniques are implemented as well.

Secure Multi-Party Computation (SMPC) allows parties to jointly
train an AI model on private inputs without revealing those
inputs to the other parties. This is often achieved through
“secret sharing” where the data is divided and distributed
among all parties or used in combination with homomorphic
encryption.

However, just like HE, this requires the expertise and resources to
be able to sufficiently implement. Additionally, depending on
how it is implemented, if the number of shares is above a
certain amount, then the input data could potentially be
reconstructed. But again, just in FL, it all depends on trust with
the other parties.

If an AI model is ready to deploy, one option could be to host
that model with restricted access and queries. This would mean
that the AI model would stay within the TRE, and could only be
queried through a web interface or an API. By imposing access
and query controls, it means that the model can only be used
by approved users, and attacks are prevented because of the
query restrictions.

If an adversary did somehow manage to be able to query the
model. Then they would only be able to run black-box attacks
as they wouldn’t have direct access to the model. This makes
attacks more difficult to perform as the adversary only has the
outputs from the model to attack, therefore limiting their
capabilities.
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The researcher workshop brought together
researchers working in the field of AI with the
aim to assess their awareness of privacy risks
associated with AI model development, their
levels of concern regarding data types, their
confidence in using privacy preserving
techniques and their willingness to incorporate
privacy preserving techniques into their AI
model developments.

The workshop started with talks around AI
model risks and the consequences of AI model
release. After the presentations researchers
were asked a series of questions to determine
their concerns around AI model development
and awareness of risks. Regarding the data
types used in AI model development, the
researcher group felt that whole genome
sequencing data was the riskiest type of data
for AI model development and defaced
structural imaging scans were of least
concern with questionnaire/assessment data
falling within the middle.

From the discussions, researchers said that “If
you are trying to find out more information
about someone than a brain scan is less likely
than genomics” and that “Genomics have
greater impact and potential repercussions”,
however it “depends if using raw or derived”.

Some researchers felt that it was “dangerous
to assume one type of data is safer than
another” and that the risk of these data types
is linked to other data such as if you “have
access to family data then can look at
matching for genomics”.

Regarding types of AI models, they felt that
instance based models were of greatest
concern and that linear and logistic regression
models were of least concern. So, the group
seemed to recognise the different risks
involved in different AI models.

Due to the theme and agenda of this
workshop, it was likely to attract researchers
who have at least some understanding of
privacy concerns prior to their attendance.
Despite this, ~11.9% of participants had no
awareness of privacy concerns in AI models
and their potential vulnerabilities, and ~47%
had a vague understanding. However, ~41.1% of
participants confirmed that they were aware
of some of these prior to their attendance.

Were you aware of 
these privacy risks in 

AI models?

Would you feel 
comfortable using 
these techniques?

■ Yes, ■ Somewhat, ■ No

However, most researchers felt that they
weren’t comfortable enough to be able to
implement privacy-preserving techniques to
mitigate these risks. Additionally, we asked if
they thought researchers in general had the
expertise to implement these techniques and
found that ~78.6% scored 5 or under. During
the discussion, this was put down to “a lack of
experience”, it being “not common practice
currently”, and not being a “mature space yet”.

These results suggest that awareness could be
a major barrier to overcome for researchers in
order for them to begin implementing
privacy-preserving techniques, along with
developing expertise in implementation.

1 2 3 4 5 6 7 8 9 10

■ (1=not at all, 10=completely)

Do researchers have the expertise/knowledge 
to implement mitigations?

This is further backed up from the results
showing that researchers don’t think there is
enough training and resources available to
learn about implementing these techniques.

During the discussions, researchers discussed
several barriers and challenges for them to
implement mitigations in their AI models. One
researcher said that they ”don’t know which
techniques are best to use given the type of
model and type of data” and another said
they would find it ”hard to know how to
balance privacy/utility”. This was mainly put
down to ”Guidance and resources not being
available”.

There were also concerns around the effect
that these mitigations may have on their
research. Several researchers were worried if
“extra computational power is needed” then
“would researchers need to pay more for extra
compute” to be able to implement some of
these techniques. They were also worried
about the extra time and effort that it may add
to a project.

The effect on the utility of their AI models was
also a key concern with several researchers
saying – “There is no point having a private
model with no utility” and “If accuracy is so
low then it is pointless, need to have a
balance” however, others had the opinion that
“robust models should be able to handle
some noise in the data anyway” and that
“privacy has to be preserved so the accuracy
is what it is. Might push for more robust
models”. So some researchers thought that
the implementation of these techniques would
also lead to more robust solutions.

1 2 3 4 5 6 7 8 9 10
■ (1=not at all, 10=completely)

Are there enough training and resources 
available for researchers?
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Implementation Utility Protection

We asked researchers to rank various
mitigations based on three different aspects –
implementation (1 = hardest, 6 = easiest),
utility (1 = lowest, 6 = highest) and privacy
protection (1 = lowest, 6 = highest) to gain an
understanding of what techniques they
thought were most effective in these different
areas and the feasibility of them.

Regarding privacy protection, techniques such
as homomorphic encryption (HE) and SMPC
were ranked the highest, whereas federated
learning and differential privacy were ranked
the lowest. HE and SMPC also ranked highly
regarding utility as they often don’t have an
affect on the model performance, however,
these methods ranked the lowest regarding
implementation as they were considered the
hardest to implement.

Secure hosting was ranked the highest for
utility as performance isn’t affected in this
scenario, whereas techniques such as
synthetic data and differential privacy ranked
the lowest as these typically reduce the
performance of models. However, these
techniques were ranked as some of the
easiest to implement.

This shows the trade-off that needs to be
considered regarding ease of implementation
and the level of privacy protection that these
models give. From these results, although HE
and SMPC offer some of the highest privacy
protection, they are a lot more difficult to
implement, meaning that techniques such as
synthetic data and differential privacy may be
more feasible for researchers to use.

As part of this work, we developed three
different AI models – an SVM, Random Forest
and Neural Network, and implemented
differentially private versions of them to test
how utility was affected but also how well they
protected against membership inference
attacks.

This shows the effect that implementing
privacy-preserving techniques can have on
the utility of a model. However, it is also
important to consider how well it protects
privacy for a given model as for the Random
Forest, the performance of the attack didn’t
significantly reduce enough to protect privacy.
As for the SVM model, the attack performance
did significantly reduce, but so did the
accuracy of that model to the point where
utility is severely impacted. So the type of
privacy-preserving techniques a researcher
should implement really depends on the type
of model and data used. Researchers wished
to see more research in this area to evaluate
different mitigations against different attacks
for a range of models and data to have a
comprehensive overview of the best
techniques for a given situation, so this is
something that we will be working on
extending.

SVM Random Forest Neural Network

Normal Safe Normal Safe Normal Safe

Classification 
F1-Score 0.92 0.6 0.89 0.79 0.8 0.735

Attack 
Metric 0.85 0.57 0.76 0.74 0.52 0.49

Average ranking of three different aspects in privacy-preserving techniques
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We brought together data providers and TREs to discuss the findings
from the previous workshops and to refine recommendations for
developing safe AI on their data. The main aims of this workshop
were to:

Objective 1: Discussion on Workshop Findings
Discuss the results from the public and researcher workshops to find
out what data providers think of AI model privacy risks and the
implementation of mitigations.

Objective 2: Assessing Risk Appetite
Assess the risk appetite of data providers and how they feel about AI
models being trained on their data and released from a TRE.

Objective 3: Evaluating Assessment Strategies
Evaluate the most effective ways to assess AI models for release and
how we can quantify risk to help data providers make informed
decisions.

Objective 4: Refining Recommendations
Refine recommendations from the public and researcher workshops
to create a framework for developing and releasing AI models which
ensure data providers data is protected.

A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P
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During this workshop, we wanted to
understand the risk appetite of data providers,
and how they felt about AI development on
their data. As we did in the previous two
workshops, we asked data providers to rank
data types based on their disclosure risk. The
results from this show similar rankings to the
public and researcher results where whole
genome and linked data is ranked highly,
whereas neuroimaging data was ranked fairly
low.

Additionally, when they were asked whether
neuroimaging and genomics pose unique
risks to privacy, a majority felt that they did.

23

Despite a majority of data providers being
concerned about the development of AI on
their data, most of them were happy for AI
research to currently take place within TREs.

However, a clear majority felt that they weren’t
properly equipped to be able to assess AI
projects as they didn’t have the necessary
expertise to judge the risks of these projects.
During the discussions, it was apparent that
data providers felt they need help in making
these decisions from experts in the field to
confidently assess AI projects to use their data.

Does neuroimaging 
pose unique privacy 

risks?

Does genomics data 
pose unique privacy 

risks?

■ Yes, ■ Somewhat, ■ No

1 2 3 4 5 6 7 8 9 10
■ (1=not at all, 10=completely)

How concerned are you about the 
development of AI on your data?

Are you currently 
happy for AI research 
to take place in TREs?

Do you feel equipped 
to be able to assess 

AI projects?

■ Yes, ■ Somewhat, ■ No

Regarding the assessment of AI models for
release, it was also clear that most data
providers weren’t comfortable in confidently
making decisions to allow this to happen.

This was mainly due to not understanding the
risks involved in releasing AI models and how
privacy-preserving techniques mitigate these,
which is why most data providers felt that
there should be training and resources for
them, as well as researchers, to help make
decisions on AI model development and
release.

Furthermore, they acknowledged the role of
privacy-preserving techniques in mitigating
risks in AI models, with a majority saying that
they are essential to ensuring models are safe
for release. Data providers felt that privacy-
preserving techniques would enable them to
feel more confident in allowing AI models to be
released, and therefore, should be necessary
in AI projects using their data.

However, they also realised the potential
challenges of employing these techniques for
more complex data such as neuroimaging
and genomics which could make the
implementation of them less feasible.

Additionally, although most data providers
favoured the use of these techniques, some
had concerns around the effect they could
have on the restriction of research. They felt
that privacy concerns shouldn't hinder the
ability to do research and that we should do
everything we can to make it as easy as
possible for the researcher to implement these
techniques.

Does neuroimaging 
pose unique challenges 

in mitigations?

Does genomics pose 
unique challenges in 

mitigations?

■ Yes, ■ Somewhat, ■ No

1 2 3 4 5 6 7 8 9 10
■ (1=not at all, 10=completely)

How comfortable would you feel assessing an 
AI model for release?

Are privacy-preserving 
tools essential to 
mitigating risks?

Should there be training 
for data providers to 

help make decisions?

■ Yes, ■ Somewhat, ■ No
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From the workshop, we identified different
levels of risk depending on the release
scenario of an AI model. High risk was
determined to be a public release with no
privacy-preserving techniques implemented,
and even public release with mitigations was
identified as medium risk. Scenarios such as
federated learning were identified as having
limited risk if parties are trusted, and minimal
risk were scenarios such as clinical
deployment of an AI model. These risk
scenarios play a crucial role in determining
the safety of releasing AI models from a TRE
and was ranked as one of the more important
aspects to consider when making a decision
for release.
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The most important consideration when
deciding to release an AI model was
determined to be running privacy attacks to
effectively quantify the potential risk. Data
providers felt that this offered the best way to
judge whether an AI model would be safe
enough to release outside of a TRE as it
provides assurances that it can protect
against attacks.

Apart from attacks, they felt that it was
important to consider the type of model and
data used as these can have an impact on the
potential risks involved in releasing a model.
For example, if a decision tree model was
developed on derived structural neuroimaging
data then this wouldn’t pose as much of a
privacy risk compared to an instance-based
model being trained on questionnaire and
genomic data. Therefore, the types of data
and models used have to be carefully
considered when assessing the risk of an AI
model. Ranked as the lowest consideration
was whether there would be any agreements
or licenses in place for the release of an AI
model.

Considerations for Release Rank

Attacking Model 1

Assessing Model Used 2

Assessing Release Scenario 3

Assessing Data Used 4

Risk Impact Assessment Form 5

Agreements & Licenses 6

When asked to rank privacy-preserving
techniques, its important to note that some
data providers declined to answer as they felt
that they still didn’t have adequate knowledge
to be able to rank the effectiveness of these.
This further demonstrates how they require
resources to help them make decisions on
assessing effective whether AI models are safe
enough for release. However, data providers
felt that if researchers implemented
techniques such as HE, synthetic data and
secure hosting, then that would give them the
confidence to allow that AI model to be
released. Whereas scenarios such as
federated learning wouldn’t give them the
necessary guarantees and additional privacy-
preserving techniques would need to be
implemented.

From the discussions, responsibility was also
discussed regarding the potential disclosure
risk of AI models. Ultimately, data providers are
the ones who own the data and have
responsibility of making the final decision, but
additionally, it is the researcher who has
created that AI model and will be using it, and
the TRE which has been entrusted to look after
that data. Therefore, it was determined that
there should be a shared responsibility
between all three to ensure that AI models are
released safely.

Confidence in Mitigations Rank

Homomorphic Encryption 1

Synthetic Data 2

Secure Hosting 3

SMPC 4

Differential Privacy 5

Federated Learning 6
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From the researcher workshop, it was clear that
researchers lack the knowledge and expertise
necessary to be able to implement privacy-preserving
techniques in their AI research. Training is therefore a
key recommendation to enable researchers to learn
about these risks and mitigations and to be able to
implement them appropriately.

We found that most researchers were unaware of the
privacy risks involved in AI models, and therefore
awareness should be at the forefront of training so
that researchers can gain an understanding of the
potential risks in their research. Data providers also
reported a lack of knowledge around AI model risks
and felt that they would also benefit from learning
resources to support them making their decisions on
project approval. However, its not just researchers and
data providers which lack knowledge, but also TRE
staff on how to run attacks and evaluate AI models for
safe release, so training should take into consideration
all three of these distinct groups.

Additionally, researchers felt that currently there are
not enough resources to learn about privacy-
preserving techniques and how to implement them,
demonstrating that this is a significant barrier. They
especially felt that there were no resources for more
complex data such as neuroimaging and genomics
and how to select the best techniques given the data
and model used in their research. Therefore, training
and resources need to focus on giving researchers the
skills on how to best select the most appropriate
privacy-preserving techniques for their research. They
also wished to see examples of these techniques in
practice so that they could see how they can be
implemented and used.

From this, we recommend that there should be some
form of an AI Risk Learning Platform, where
researchers can gain this knowledge and have access
to an environment with synthetic data where they can
test out different techniques and learn which ones
may be best for them. We see this platform as an
environment where researchers can run attacks on
models to learn about the risks involved in AI and
where they will gain skills to mitigate these risks
through testing out different strategies and their effect
on attacks. From this, researchers will be able to
identify the most suitable techniques for their research
and how to effectively implement them.

The establishment of an AI-specific accreditation,
similar to the ONS Safe Researcher accreditation, was
also proposed as a way to assess researchers'
competencies in protecting patient privacy in their AI
models. This accreditation would ensure that
researchers possess the necessary knowledge and
skills to identify and mitigate disclosure concerns in AI
models before they are released.

This would require some form of assessment to test
researchers abilities and knowledge. To be able to
give TRE’s and data owners proper assurance, this
should cover:

• The risks of sharing AI models
• The vulnerabilities of different types of data and

models
• What privacy-preserving techniques exist
• Which techniques should be used in what scenario

If researchers have this level of understanding, then
we can be sure that they will keep privacy in mind
when developing their AI models.

ResearcherTraining

Assessment Accreditation
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An AI risk assessment is a crucial step that should be
undertaken when an AI model has the potential to be
released from the TRE at the end of its development.
This assessment plays a crucial role in ensuring the
safety and responsible use of AI models, as it prompts
researchers to critically evaluate potential
vulnerabilities and challenges. By conducting a
comprehensive AI risk assessment, researchers are
required to engage in a thorough analysis of their AI
models' characteristics, intended applications, and
potential impacts. This analysis helps them identify
potential risks and vulnerabilities that could arise
during the deployment and use of the AI models in
real-world scenarios.

To effectively mitigate potential risks, researchers
should be asked how they will implement robust
mitigation strategies to prevent these risks. These
strategies should include privacy-preserving
techniques and establishing clear guidelines for the
use and deployment of the AI model. Furthermore,
researchers should be required to demonstrate how
they will ensure the ongoing safety and responsible
use of their AI models throughout their lifecycle.

This should be carried out at the pre-project stage,
alongside a project application to go to the project
application decision process. However, there should
also be an additional impact assessment performed
at the end of the project, once the model is ready to
be released. During the project, their intended plans
may have adapted or changed, so this will identify
what steps researchers have actually taken to ensure
that there AI models are safe and what vulnerabilities
they may have identified from their final model.

As part of this post-project assessment, TRE staff will
also have a section to fill in with results from their
evaluations and attacks of the AI model requested for
release. Therefore, this form will provide a detailed
overview on the safety of an AI model which can be
used in the decision making process of whether to
allow it to be released from the TRE.

Pre-Project Assessment Form Page 29

Post-Project Assessment Form Page 30
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From the public workshop, it was identified that there
should be greater public involvement in the decision
making process of AI project applications. This would
ensure that the model being developed is in the public
benefit and assure the public that researchers will be
taking appropriate measures to protect patient
privacy in their models. It would also give them that
sense of control which they felt they previously lacked.

Public engagement therefore, should be implemented
at the early stages of the review process to provide
data providers with public opinion to inform their
decision. So as well as typical technical and scientific
reviews, applications, along with a lay summary,
should be sent for public review by at least one public
member to give their input. Public and Patient
Involvement and Engagement (PPIE) is increasingly an
important part of most TRE’s and is an area of growth
across the landscape. Integrating the need for PPIE
involvement in AI risk management should be
introduced into these frameworks so it become a
mainstream activity and evolves at the same rate of
other risk management efforts.

However, from the data provider workshop, they felt
like this wasn’t enough and that two additional inputs
were required to help enable them make decisions on
AI projects - an AI expert, and a clinician.

Data providers felt that they lacked the expertise to be
able to properly judge and assess AI model
applications and the privacy risks of them, but
traditional TRE staff also lack this expertise. Therefore,
applications should require AI expert input to help
assess the risk of that project and the privacy
implications. This input would give data providers the
confidence that they need to be able to appropriately
make decisions on AI projects using their data. They
also felt that input from clinicians would also help
them make a decision on whether the AI model had
any real-world benefit and offer valuable insights into
clinical relevance, potential impact on patients, and
alignment to current best practices and healthcare
standards.

By combining public, AI expert, and clinician opinions,
we can enable a comprehensive evaluation of the
impacts and risks associated with AI model projects,
and provide data providers with valuable insights to
make informed decisions.



R E C O M M E N D A T I O N S

Recommendation 4
Generation & Evaluation Tools

A I  R I S K  E V A L U A T I O N  C O M M U N I T Y  G R O U P

33

The implementation of privacy-preserving techniques
should be made as easy as possible for researchers to
be able to incorporate into their models. From the
workshop, it was identified that most researchers won't
have the skills necessary to be able to implement
these techniques, but also not be able to effectively
evaluate their effectiveness either. This was
particularly a problem when differential privacy and
synthetic data was talked about as researchers felt
they lacked the knowledge necessary to be able to
determine effective trade-offs between privacy and
utility. TRE’s need to remove as many barriers as
possible for researchers so that they can concentrate
on the science and not have to spend a significant
amount of time and resources trying to implement
these techniques.

Therefore, we propose a set of tools which make the
process of generating synthetic data, and data with
differentially private guarantees, as simple as possible
for the researcher, with ways to easily evaluate that
data. As part of this work, we created a synthetic data
generation and evaluation tool to be able to help
researchers evaluate the privacy/utility trade-off in
generating synthetic data.

This tool allows them to select generative models and
adjust certain parameters to generate synthetic data
from a given dataset. The synthetic data can then be
evaluated against the real dataset for a range of
privacy and utility evaluation metrics, and combined
into a score which can be visualised on a
privacy/utility plot This visualisation easily allows the
comparison between different synthetic datasets, so
allows researchers to find a suitable trade-off.

With more complex data like genomics and
neuroimaging, this becomes more difficult. However,
Dementias Platform UK is currently working on
methods to generate synthetic MRI scans which could
also be useful for this purpose.

It was also suggested by researchers that TREs should
offer “ready-made” synthetic data for each of their
datasets which have already been evaluated and
tested to ensure that they are private enough, but also
offer the best utility. These “research ready” synthetic
datasets make it easier for the researcher as they
don’t have to generate and evaluate the data
themselves, and also gives the TRE confidence that
the data being used is safe as it has already been
subjected to rigorous testing and governance
assurance.
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Three risk scenarios were identified from the workshops;
deployment, shared training, and public release. AI models
ready to deploy were seen as low risk if hosting via secure
web services or an API where the AI model stays within the
TRE, and is only able to be queried. In this case, there are no
risks of white box attacks, and with the addition of
access/query restrictions it means that black-box attacks
are reduced. This is one of the safest options for allowing
an AI model to be used, and doesn’t affect the utility as
privacy-preserving techniques don’t need to be
implemented.

If a researcher requires a model to be further trained or
validated on external datasets (either through something
like federated learning or transfer to another server), then
this was deemed as medium risk as the model is still being
shared in some form, but poses less of a risk compared to
public release, as it would only be to other university or TRE
servers. In this case, the model should still have some form
of privacy-preserving techniques implemented to ensure it
is safe, but most importantly, an AI sharing agreement
should be signed to ensure that the model is not shared
further outside of the original agreement and that there is
no attempt to attack the model or use it inappropriately.

The highest risk scenario posed was publically releasing
the AI model. This is because the AI model would be open
to anyone to use and potentially attack. In this case, it
would have to be proven that the researcher has
sufficiently implemented privacy-preserving techniques in
the AI model to ensure it protects against attacks.
Additionally, for the model to be released, it should have an
AI model license to govern use and redistribution.
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From both the researcher and data provider
workshops, attack simulations were seen as one of the
most suitable methods for assessing an AI model for
release. Several packages have been developed
which allow attacks to be run on standard AI models
which can be used to assess the privacy of them, but
these are typically restricted to certain frameworks,
and provide different privacy evaluation metrics which
can often be difficult to interpret. So, to be able to use
these attacks in TREs, they need to be simple to run,
and have clear evaluation metrics which can be easily
interpreted.

One package which offers this, is the SACRO AI-SDC
package which has been developed to specifically
meet the needs of TREs and offers a good solution for
running and evaluating attacks.

However, as a community we need to ensure that this
package is continually developed and updated to
ensure that it meets a range of needs and keeps up
with the development of AI methods and new attacks.
We also need to be able to provide the necessary
training to TRE staff to be able to effectively use these
tools and interpret the results.

By being able to run privacy attacks on AI models, we
can determine to some confidence that they are safe
enough to release if they sufficiently protect against
them. Therefore, these attacks should be run for any AI
model if they are to be released from the TRE.

Package Attribute 
Inference

Membership
Inference

Reconstruction / 
Inversion

Supported 
Frameworks

✔ ✔ ✔
TensorFlow, Keras,

PyTorch, Scikit-learn

✔ ✔ PyTorch, Scikit-learn

✔ Tensorflow, Keras

✔ ✔
Tensorflow, Keras, 

Scikit-learn

https://github.com/Koukyosyumei/AIJack
https://github.com/Trusted-AI/adversarial-robustness-toolbox
https://github.com/tensorflow/privacy
https://github.com/AI-SDC/AI-SDC
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From the results of the workshops, we developed an AI
Risk Index based on the rankings gathered on a range
of different aspects of AI development and release.
This takes into account the type of model developed
along with the types of data used to train that model,
as well as the release scenario, privacy-preserving
technique used, and whether it fails any attack. This
combines the rankings from all three workshops to
provide a comprehensive risk score matrix which can
be used to help evaluate the risk level of an AI model.

Take an example where a researcher has used
derived genomic, questionnaire, and defaced
structural scan data to develop a decision tree based
model. They decide to implement synthetic data and
want to request that the model is transferred onto
their university server. When it came to running
attacks, it failed one – the membership inference
attack. The matrix can be used to add up the scores of
these aspects to give a total risk score of 306 making
it medium risk.

This provides a quantitative evaluation of the risk level
for the release of that model which can be used to
help aid decision making on whether it should be
allowed to be released in this scenario.

As these scores take into account the opinions of the
public, researchers and data providers, we can ensure
that each groups concerns are taken into
consideration in the release review process and allow
data providers to make an informed decision.

However, although this already takes into account a
range of perspectives, it should be an ongoing activity
to feed data into this index to ensure it becomes more
statistically robust overtime.
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In regards to deploying an AI model, where it doesn’t
need to be further trained or validated, secure hosting
was deemed as the safest way to allow for that model
to be used in the real-world. This is because the model
can stay securely within the TRE, but can be queried
externally by authorised users with query/inference
controls in place.

Typically, an AI model can be hosted online through a
serving framework such as Tensorflow Serving,
TorchServe or MLflow which allow an AI model to be
deployed for inference via an API. This would allow
clients to send a query to an API, which would send the
data to a secure server where the serving framework
is deployed within the TRE. This would include the
saved model, along with scripts to handle the input
data in case pre-processing is needed, as well as the
requirements needed to run these and the model.
Depending on the framework used, there are different
ways of doing this, and in some cases Docker can be
used. The model will then return a prediction via the
API to the client. Restrictions can be imposed on top of
this to ensure that only authorised users can query the
model, and controls can be put in place to limit the
amount of queries for example to reduce the risk of
attacks. This is a service which should be offered by
TREs to keep the model secure in their infrastructure,
while still allowing researchers to access and use
those models in practice.

In cases where there may be concerns sending
external data to query the model, the researcher may
also decide to implement encrypted inference so that
the model could be queried with encrypted data
through homomorphic encryption. This would allow
sensitive data from other sources to safely be sent to
the server to receive a prediction.

Data Processing Training Model

Model File
File of the saved 

model

Requirements
List of the requirements 

needed for the model

Handler
Script of how input data 

should be handled Model Object

ServingAPIQuery

TensorFlow Serving TorchServe MLflow

https://github.com/tensorflow/serving
https://github.com/pytorch/serve
https://github.com/mlflow/mlflow
https://github.com/tensorflow/serving
https://github.com/mlflow/mlflow
https://github.com/pytorch/serve
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Agreements and licenses should play a crucial role in
releasing and governing the use of AI models, and can
be used for a variety of purposes and release
scenarios. Just like how software licenses control the
distribution and usage of software, AI model licenses
impose controls surrounding the utilisation and
redistribution of AI models. These licenses can specify
the intended purposes for which the AI model can be
used, as well as imposing restrictions to ensure that
the user doesn’t attempt to attack or gain access to
the data.

As an AI model transitions from a controlled TRE
environment to broader accessibility, ensuring
adherence to the permitted purposes and restrictions
becomes vital. In release scenarios, the establishment
of clear license agreements serves as a way to ensure
that users accessing and using the model comply
with specified terms and conditions to safeguard the
privacy of the training data.

Additionally, agreements could also be implemented
in federated learning, or environment transfer,
scenarios, where parties can define clear guidelines
and protocols for the collaborative training process.
These agreements can be used to ensure that the
other parties involved don’t attempt to attack the AI
model involved or to retrieve data.

However, despite the use of license agreements, there
are significant challenges to the enforcement of them,
particularly in the context of international deployment.
The global nature of AI research and deployment
means that enforcing compliance of a license across
diverse jurisdictions becomes more complex.
Furthermore, the evolving nature of AI technologies
poses additional hurdles to enforcement, as
adversaries continually seek novel methods to attack
and exploit vulnerabilities in AI models.
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Data providers asked the question - “why would
researchers need to bring these models out of a TRE if
they are not being clinically implemented?”. Data
providers felt that unless these models were being
deployed, then there was no need for allowing access
outside of the TRE. However, certain funders or journals
will require that researchers publish their AI model,
and is encouraged for reproducibility reasons.

A solution for external validation and reproducibility
was proposed, through an extension of the FAIR
framework for AI models, which would treat AI models
as derivatives of the original data that can be applied
for and accessed via the TRE.

Each TRE should securely store AI models which have
been developed using their data, along with details on
pre-processing, datasets used, and accompanying
code with proper documentation. Then, just like data,
these models can be applied for by researchers to be
able to validate, and fine tune.

In situations where these models need to be validated
on external datasets for example, then this should be
done through some form of secure federation.

By implementing this extended FAIR framework for AI
models, researchers would benefit from enhanced
accessibility, reproducibility, and transparency, while
also maintaining the security of models.



Future Work
AI Risk Evaluation
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These perspectives and recommendations explore the feasibility
and challenges of implementing various mitigations in AI model
research which highlights the need for training, and further research
into effective methods for various scenarios.

To enable the safe development of AI within TREs, training and
resources are paramount to ensure that researchers have the skills
necessary. This training needs to focus on increasing awareness of
privacy risks and effective ways to mitigate these depending on
different scenarios.

We also need to ensure that AI privacy evaluation tools are further
developed and improved to meet the needs of TREs and the rapidly
evolving nature of AI. The risks of pre-trained models and Large
Language Models also need to be assessed.

Additionally, from all three workshops, bias and discrimination was
identified as one of the biggest risks in AI model development /
deployment. Therefore, further work in AI risks should evaluate how
TRE’s can help researchers tackle these issues in their AI model
research and how bias can be assessed.
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